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Disparities filter into observational data

Need and Goldstein, Cell 2009; U.S. Food and Drug Administration,
National Cancer Institute, Riley Wong for Propublica, 2018.



Disparities filter into observational data

Table 1. Ethnicity of participants in genome-wide association studies®

Race/ethnicity Number of studies Total participants?

European only® 320 1581776

Asian only 26 52 841

Hispanic only 3 1019

Native American only 2 1102

Jewish only 2 3479

Gambian only 1 2340

Micronesian only 1 2346

Mixed® 1 European®*® 92 437
African-American 7500
Asian 33
Papua-New Guinean 276
Other' 269

96% of participants in GWAS studies
were of European descent

Need and Goldstein, Cell 2009; U.S. Food and Drug Administration,
National Cancer Institute, Riley Wong for Propublica, 2018.



Disparities filter into observational data

For the 31drugs For the 31drugs CI®
Table 1. Ethnicity of participants in genome-wide association studies® which populationsare  how often was each
Race/ethnicity Number of studies Total participants? mostat risk for the population the Iargt_ast
cancers treated? group represented in
European only® 320 1581776 clinical trials?
Asian only 26 52 841
Hispanic only 3 1019 White
Native American only 2 1102
Jewish only 2 3479
Gambian only 1 2340
Micronesian only 1 2346
Mixed® 1 European®*® 92 437
African-American 7500 Black CIHRCHRCRDCD None
Asian 33 Sj(j@(j@
Papua-New Guinean 276 S
f
Other 269 Similar Risk CHCHRCHCHCH None
»
Other None a
96% of participants in GWAS studies Cancer clinical drug trials do not
were of European descent match the populations most at risk.

Need and Goldstein, Cell 2009; U.S. Food and Drug Administration,
National Cancer Institute, Riley Wong for Propublica, 2018.



» Potentially biased observational data

» Opaque and hard to certify as “bias-
free”
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» Potentially biased observational data

» Opaque and hard to certify as “bias-
free”

» Incorporate massive datasets

» Find latent patterns in underserved
populations

» Scale quickly and widely
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Chen et al, “Ethical Machine Learning for Health Care,” Annual Reviews for Biomedical Data Science 2021.
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Gender Darker Darker Lighter Lighter
Classifier Male Female Male Female
=" Microsoft 94.0% 79.2% 100% 98.3%
99.3% 65.5% 99.2% 94.0%
=:§:::i 88.0% 65.3% 99.7% 92.9%

Largest
Gap

20.8%

33.8%

34.4%

http://gendershades.org/overview.html

Two Drug Possession Arrests

: BERNARD. PARKER
¢ - ot
LOW RISK 3 HGHRSK 10

Fugett was rated low risk after being arrested with cocaine and
marijuana. He was arrested three times on drug charges after that.

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing




We are finding evidence of bias through audits

T e
New images Output § m .
95% malignant E /’/X
5% benign f'_’ K ‘/{,xx
> A
38 e
; >~ & | 20% malignant g “sz;g;;g‘j} .
(/// /// 80% benign < "M = s ‘
Percentile of Algorithm Risk
. Score
Dermatology algorithms are Care management algorithms
trained primarily on data from  show racial bias due to training
fair-skinned patients on the “wrong” outcome

[1] Adamson and Smith, “Machine Learning and Health Care Disparities in Dermatology,” JAMA Dermatology 2018.
2] Obermeyer et al, “Dissecting racial bias in algorithm used to manage the health of populations®, Science 2019.




How do we define “bias”?

» Fairness through unawareness
» Group fairness

» Calibration

» Error rate balance

» Representational fairness

» Counterfactual fairness

» Individual fairness




How do we define “bias”?

Arvind Narayanan &
@random_walker

9

s

: | wrote up a 2-pager titled]'21 fairness definitionsfnd
» Fairness tr pa 2-pagerited] ;

their politics" based on the tweetstorm below and it was

. accepted at a tutorial for the Conference on Fairness,
> G rou p fal rr Accountability, and Transparency!

Here it is (with minor edits):

> Callbrathn docs.google.com/document/d/1bn...
See you on Feb 23/24.

» Error rate |
) Arvind Narayanan & @random_walker - Nov 6, 2017

Re rese n-t. When | tell my computer science colleagues that there are so many fairness
> p ( definitions, they are often surprised and/or confused. [Thread]
twitter.com/random_walker/...

Show this thread

» Counterfac

4:24 PM - Jan 8, 2018 - Twitter Web Client

» Individual 1

60 Retweets 208 Likes




Inherent Trade-Offs in the Fair Determination of Risk Scores

Jon Kleinberg * Sendhil Mullainathan | Manish Raghavan *

Abstract

Recent discussion in the public sphere about algorithmic classification has involved tension between
competing notions of what it means for a probabilistic classification to be fair to different groups. We
formalize three fairness conditions that lic at the heart of these debates, and we prove that except in highly
constrained special cases, there is no method that can satisfy these three conditions simultancously.
Morcover, even satisfying all three conditions approximately requires that the data lie in an approximate
version of one of the constrained special cases identified by our theorem. These results suggest some
of the ways in which key notions of fairness are incompatible with cach other, and hence provide a
framework for thinking about the trade-offs between them.



“We prove that except in highly constrained special cases,
there is no method that satisfies these three [fairness]
conditions simultaneously.”

version of one of the constrained special cases identified by our theorem. These results suggest some
of the ways in which key notions of fairness are incompatible with cach other, and hence provide a
framework for thinking about the trade-offs between them.



Why might my algorithm be unfair?

Disparate
impact
of
algorithm

Error rate




Why might my algorithm be unfair?

Disparate
impact
of
algorithm

Error rate

1.

Group B is much smaller than
Group A.

Group B has patterns in the
data require more complex
computational tools.

Measurements from Group B
are less reliable.




Why might my algorithm be unfair?

Disparate
impact
of
algorithm

Error rate

1.

Group B is much smaller than
Group A. VARIANCE

Group B has patterns in the
data require more complex
computational tools. BIAS

Measurements from Group B
are less reliable. NOISE




Bias, variance, and noise

Description How to fix

Bias How well model fits data Change model class

Variance | How much sample size Increase training data
affects accuracy size

Noise Error independent of model | Increase number of
class and sample size features

Chen et al, “Why is My Classifier Discriminatory?” NeurlPS 2018.




Sources of unfairness

“unfairness”
[ =|(By — By) + (V1 —V) + (N;—Ny))|

difference in bias difference in variances difference in noise

» How can we realistically estimate B,, V,, and N,,?
» What happens if Ny # N,?

Chen et al, “Why is My Classifier Discriminatory?” NeurlPS 2018.




Mortality prediction from MIMIC-III clinical notes

1. We found statistically

Asian - —— significant racial differences
in zero-one loss.
Black 1 ki
Hispanic 1 |—+—|
Other 1 HE-
White 1 e
0.16 0.18 0.20 0.22

Zero-one loss

® Asian A Black +  Hispanic m  Other *  White




Mortality prediction from MIMIC-III clinical notes
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Training data size

Hispanic

We found statistically
significant racial differences
in zero-one loss.

By subsampling data, we fit
inverse power laws to
estimate the benefit of more
data and reducing variance.

B Other *  White




Mortality prediction from MIMIC-III clinical notes

0.35

2564
0.30 1

S e
— o o
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Error enrichment

.
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Cancer patients

® Asian

736 21
00121

Cardiac patients

A Black +  Hispanic

We found statistically
significant racial differences
in zero-one loss.

By subsampling data, we fit
inverse power laws to
estimate the benefit of more
data and reducing variance.
Using topic modeling, we
identified subpopulations to
gather more features to
reduce noise.

B Other *  White
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Systemic health disparities

» Disparities in access to care

» Rural hospitals closing, insurance coverage, trust in healthcare system,
medical adherence

» Disparities in treatment
» Different treatments for same conditions, same treatments for different
physiological systems
» Disparities in outcomes

» Life expectancy by socioeconomic status, maternal morbidity/mortality
by race




Many diseases are biologically
heterogeneous despite a common diagnosis

SUBGROUP 1

ary care ast ‘Secondary care asthma ’——y Seizures 1204—|
am———— Characterized
a ' Number of
ncordant a high rate of
ease
Sympt e
mmmmmm S
| e
------------
ixod midde-agedcohot .- Inflammation predominant
ot oo optone + roporton ol ma
oharmaior Boupoonoms. <~ Fowdaby sympoms butacivecoumopie
ehammaton

[1] Nissen et al, Journal of Asthma and Allergy 2018.
[2] Kohane et al, PLoS One, 2012.
[3] Mayo Clinic

SUBGROUP 2 SUBGROUP 3
Multisystem Psychiatric 212

ultisyster 197
disorders disorders

SUBGROUP 4
No 4316

Autism

Psychiatric

Diastolic Systolic

Stiff and thick
chambers

Stretched
and thin
chambers

Heart Failure




multivariate, and irregularly spaced

Patient A

Patient B

Patient C

Patient D

Clinical data can be sparse,

<\\§ = Diagnosis
@ =Biomarker 1
= Biomarker 2

@ - Biomarker 3
X =Adverse Event

o ®
SN
o0 ®
@ o X
O o

2021



We can perform clinical prediction

Patient A

Patient B

Patient C
Patient D

Patient E

of adverse events.

<\\§ = Diagnosis
@ =Biomarker 1
= Biomarker 2

@ - Biomarker 3
X =Adverse Event

o

BN
®

<

A\

2010

2@

2021



<\\§ = Diagnosis

What is we wanted to learn about ® = Biomarker 1

1 l N = Biomarker 2
general disease progression” o _oomeners

X =Adverse Event

Patient A % @ o o X

Patient B g&. .
O

Patient C %‘ @ X
Patient D <\\§‘ o 7,
Patient E Q& ® - »

2010 2021



We could align by adverse event,
but this limits our dataset.

Patient A

Patient B

Patient C
Patient D

Patient E

X0

<\\§ = Diagnosis
@ =Biomarker 1
= Biomarker 2

o - Biomarker 3
X =Adverse Event

® @

Adverse Event
Moment



Patient A

Patient B

Patient C

Patient D

Patient E

Learning disease progression usually
requires aligning by diagnosis.

<\\§ = Diagnosis
@ =Biomarker 1
= Biomarker 2

o - Biomarker 3
X =Adverse Event

X0
@

*=\o

2@

¢

Time 0



Interval-censoring can introduce bias

N =3 | _Health
@) .“ lnsurance-‘ \@g
I B2
, &

Access to health
insurance

1In 4 Rural Hospitals Are At
Risk Of Closure And The
Problem Is Getting Worse

Geographic proximity to
hospitals

Medical mistrust



A deep generative model maps patients to a
low-dimensional latent space

Patient B %‘ O —

X

Patient D <\\§. .

Patients close together are more similar.




A deep generative model maps patients to a
low-dimensional latent space

Patient B %‘ O —

Patient B+ <%\§ —@ ® —

Similar patients with different left-censorship
should still be close together.




SubLign is a deep generative model to learn
subtype and alignment

f%1=:}%2 = 0 =0,

for all 6;,0, € ©.

|dentifiability results
show sufficient
conditions

m Time-Series \

oim) (s

M

\

Observations

Variational inference to
approximate likelihood

PARKINSON'S
PROGRESSION
MARKERS
INITIATIVE

Play a Part in Parkinson’s Research

Experiment results
recover known clinical
findings
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Racial bias in predictive healthcare algorithm

SClence Contents ~ News ~ Careers ~ Journals ~

SHARE RESEARCH ARTICLE

@ Dissecting racial bias in an algorithm used to manage
the health of populations

Ziad Obermeyer'-%", Brian Powers®, Christine Vogeli*, Sendhil Mullainathan®""'

@ + See all authors and affiliations

;,g:gfwu: 25 0ct 2019
/ol. >, Issue 6464, | 4 -45
LJ)I U H ( science.aax 4)

Article Figures & Data Info & Metrics eLetters PDF

Obermeyer et al, 2019, “Dissecting racial bias in an algorithm ...”, Science.



Racial bias in predictive healthcare algorithms

>

: 1. Health insurance companies identify
20— b high-risk patients for care management

White
1
64 Referred for screen Defaulted into program :

: 2. Predictive algorithms are trained on
how much patients would cost the

o L m healthcare system in the future

N For the same percentile of algorithm risk
A" score, white patients have fewer
L § chronic conditions

(RS e i 4. Proposed solution is to train on health
5 8 need instead of cost

0 10 20 30 40 50 60 70 80 90 100

Number of chronic conditions

Percentile of Algorithm Risk Score

Obermeyer et al, 2019, “Dissecting racial bias in an algorithm ...”, Science.



Dissecting racial bias in an algorithm used to
manage the health of populations

» Available Data: Risk scores and clinical
data for patients in electronic health
records

» Risk scores: Model output of prediction of
whether a patient will be “high risk” in
future year

o
S’

o

» Features: Number of chronic conditions,
measures of disease severity including
hypertension and diabetes

» Note that the actual features used for risk scores are
unknown

Number of chronic conditions

Percentile of Algorithm Risk Score



Dissecting racial bias: Results

A . .

o O Figure 1.A.: Mean number of chronic
Race | . . . .

S | e illnesses versus algorithm-predicted risk,
'4: 64 Referred for screen efaulted into prot rami
= ; e by race.
C
o . . . .
8 <_ A person in this decile has <4 (White) or 5
= 7~ (Black) chronic conditions and a risk score in
O 7 ] :
= ‘/,,«x == the 99-percentile
(@) “ _(y/ ,‘ '
qa /4 e '
T . A
GJ i e )’:X/xfx.
¥o! 3 il
E x X ';X‘.;«'Xy’
> x N)ﬁ(:;ix’
Z PRe Ak tonais

Percentile of Algorithm Risk Score

Slide: Stephanie Gervasi. Figure: Obermeyer et al, 2019. Science.



Dissecting racial bias: Results

A Hypertensnon Fraction clinic visits with SBP >139 mmHg Flgu re 2 A . Fraction Of CliniC ViSitS Wlth

& i uncontrolled blood pressure.

o

o &

*E .\ A person in this decile has a 30% chance

§ e W _/-,/r : _ (Black) or <20% (White) chance of having

S - = o O == hypertension for the same risk score.

=3 Fo o il é

2 o '™ /"'/-ﬁ;' ) :

S o {/ . é Similar analysis conducted for diabetes, renal

s Lo d g failure, anemia, and cholesterol based from

E ] : extracted values in electronic health records.
6 10 20 30 40 5 6 70 8 % 100

Percentile of Algorithm Risk Score

Obermeyer et al, 2019, “Dissecting racial bias in an algorithm ...”, Science.



Dissecting racial bias: Proposed Fix

Increase the fraction of Black
patients in highest risk group from
14% to 26%

Algorithm training label Concentration in highest-risk patients (SE) Fraction of Black

patients in group with

Total costs Avoidable costs Active chronic highest risk (SE)
conditions
1) Total costs 0.165 (0.003) 0.187 (0.003) 0.105 (0.002) (0.003)
2) Avoidable costs 0.142 (0.003) 0.215 (0.003) 0.130 (0.003) 0.210 (0.003)
3) Active chronic 0.121 (0.003) 0.182 (0.003) 0.148 (0.003) (0.003)
conditions
Best-to-worst difference 0.044 0.033 0.043 0.126

Table 2: Results from L1-regularized logistic regression for three different labels.

Obermeyer et al, 2019, “Dissecting racial bias in an algorithm ...”, Science.



2019 Paper Aftermath

» Press: The paper was covered Wnited States Senate

widely across news outlets

The Honorable Seema Verma

Administrator

The Centers for Medicare & Medicaid Services
Department of Health & Human Services
Room 445-G, Hubert H. Humphrey Building

» Policy: Senators Ron Wyden and 20 .
Cory Booker addressed letters to )
CMS and FTC asking for information "™

We write today to request information regarding any actions that the Centers for Medicare &
Medicaid Services (CMS) is taking or plans to take to assess the potential for algorithms used
throughout the health care system to perpetuate biases.

Algorithms are increasingly embedded into every aspect of modern society, including the health
care system. Organizations use automated decision systems, driven by technologies ranging from

I i .I - i .f. I dv: d analyti rtificial intelli (AD), ize and optimize th lex choices they
» Industry vigilance: Significantly Sovpans i S i g s o e e
H H i te algorithms that aut decisions liki dicting health ds and out: N
more collaboration and interest from g o0en IR ing iy of oo, it tneiog oo, S, s
insurance companies on algorithmic
fairness
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How can data collection be biased?

» Group membership can be absent
» Canada and France do not record race and ethnicity in nationalized
health databases (Leonard, Humanity and Society 2014)

» Data can be imbalanced

» Acute kidney injury model trained on 6.4% female dataset (Tomasev
et al, Nature 2019)

Chen et al, “Ethical Machine Learning for Health Care,” Annual Reviews for Biomedical Data Science 2021.




Heterogeneous Data Losses

» Randomized Controlled Trials

» In 24 of 31 most recent cancer drugs, fewer than 5% of study
participants were black (Wong, Propublica 2019)

» 94% of adult asthmatics would not be eligible for trials (Travers et al,
Thorax 2007)

» Electronic Health Records

» MIMIC dataset has 71% White patients, 9% Black, 3% Hispanic, and
2% Asian

Chen et al, “Ethical Machine Learning for Health Care,” Annual Reviews for Biomedical Data Science 2021.




Population-specific Data Losses

» Low- and Middle- Income Nationals

» 9 of 46 member states in Sub-Saharan Africa had death statistics
about burden of disease (Jamison et al, World Bank Publication 2006)

» Transgender and Gender Non-conforming Individuals
» Undocumented Immigrants

» Pregnant Women

Chen et al, “Ethical Machine Learning for Health Care,” Annual Reviews for Biomedical Data Science 2021.
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How can we detect IPV victims early?

Letter  Published: 25 January 2017
Dermatologist-level classification of skin
cancer with deep neural networks

Andre Esteva , Brett Kuprel , Roberto A. Novoa H, Justin Ko, Susan M. Swetter, Helen M. Blau &
Sebastian Thrun

Nature 542, 115-118 (02 February 2017) | Download Citation

Article | Published: 01 January 2020

International evaluation of an Al system for breast
cancer screening

Scott Mayer McKinney 9, Marcin Sieniek, [...] Shravya Shetty &

Nature 577, 89-94(2020) | Cite this article
53k Accesses | 164 Citations | 3524 Altmetric | Metrics

alobaly are Kiod by iimate | 1PV victims reporter higher | g e ante
partners or family.’ rates of clinical visits.? that exceeds humans.

1. U. N. O. on Drugs and Crime, Global Study on Homicide: Gender-related Killing of Women and Girls (UNODC, United Nations Office on Drugs and Crime, 2018).
2. C. Wisner, T. Gilmer, L. Saltzman and T. Zink, Intimate partner violence against women, Journal of family practice 48, 439 (1999).




How do we get accurate IPV labels?

® Biggest barrier to early intervention is underreporting by the
patient because of shame, economic dependency, or lack of
trust in healthcare providers

@ IPV victims use healthcare services like the emergency
department or imaging studies at higher rates than other
patients

® We examine 1,479 victims and control patients at Brigham
and Women’s Hospital (BWH) in Boston

Chen et al, “Intimate Partner Violence and Injury Prediction from Radiology Reports,” PSB 2021.




What kind of labels could we use?

1. ICD codes: Based on clinical staff assessment

2. Patient self-report: Based on patient enroliment in violence
prevention program

3. Radiologist labeling: Based on injuries in radiology reports




1 ) S e I f— re p O rt I a b e | S Passageway — Domestic Abuse Intervention and Prevention

CCHHE's Passageway program works to improve the health, wellbeing, and safety of those experiencing abuse from an intimate
partner. We offer the following support services to hospital and health center patients, employees, and community members:

* Free and confidential advocacy services*

* Safety planning

> Inclusion Criteria * Individual counseling and support

* Asafe place to talk

> IPV ViCtimS: Identified aS entering a Violence * Information about the health effects of domestic violence
* Support groups

prevention program at BWH, for IPV, with at least R ey
one radiology study at BWH * Legaland court avoracy

* Referrals to community resources (health care, housing, shelter, lawyers, and others)
» Control cohort: Age- and sex-matched patients
in the BWH patient population with at least one
radiology study at BWH

» Features
» Radiology report text, extracted from template

» Label

» Was this person a self-report to the BWH
violence prevention program?




2) Radiology injury label

» Inclusion Criteria
» Data from BWH

» Features

» Radiology report text, extracted from
template

» Each report text treated as separate
» Label

» Fellowship-trained emergency
radiologists provided injury labels




How do predictions differ on the two label sets?

» Models performance for both labels are | — N
comparable

» Self-report label: 0.84 + 0.03

» Radiologist label: 0.87 + 0.01

» \We can use self-report labels, which are
much less time intensive than radiologist
labels.

» We can detect IPV a median of 3.08 years o |
before program entry (sensitivity 64 %, epori-program date gap (years
specificity 95%)

[y
o

o
o)

o
o

o
i

IPV prediction probability

o
=)
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Challenge to the community

1.  Expand beyond mathematical definitions. Consider historical and
systemic causes to define and fix health disparities.

I u - MIT Clinical ML
I I www.clinicalml.org



Challenge to the community

1.  Expand beyond mathematical definitions. Consider historical and
systemic causes to define and fix health disparities.

2. Seek and promote different perspectives. Interdisciplinary work and
a more diverse research community bring more people to the table.

I u - MIT Clinical ML
I I www.clinicalml.org



Challenge to the community

1.  Expand beyond mathematical definitions. Consider historical and
systemic causes to define and fix health disparities.

2. Seek and promote different perspectives. Interdisciplinary work and
a more diverse research community bring more people to the table.

3. Aim for higher fruit. Short-term clinical prediction is only the first step
in improving the healthcare system.

I u - MIT Clinical ML
I I www.clinicalml.org



