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Adoption of electronic health records (EHR) has increased 9x       
in the US since 2008

2*Significantly different from previous year (p<0.05). [Henry et al., ONC Data Brief, May 2016]
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*Significantly different from previous year (p<0.05). 

I started graduate school 

[Henry et al., ONC Data Brief, May 2016]
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in the US since 2008
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Clinical data is multimodal
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Multimodal clinical data reflect different yet correlated 
manifestations of a subject’s underlying physiological processes
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Lung cancer
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11

Images

Text

Numerical 
signals

...

Latent feature 
representation 

Diagnosis
Disease stage
...



12
...

Images

Text

Numerical 
signals

Latent feature 
representation 

Diagnosis
Disease stage
...

Multimodal representation learning for medical image analysis



13
...

Images

Text

Numerical 
signals

Latent feature 
representation 

Diagnosis
Disease stage
...

Multimodal representation learning for medical image analysis



Outline

14

1. Motivating Clinical Problem

2. Image-based Model for Pulmonary Edema Assessment [Liao et al., 2019, 

Horng*, Liao* et al., 2021]

3. Joint Image-text Modeling [Chauhan*, Liao* et al., 2020]

4. Mutual Information for Representation Learning [Liao et al., 2021]

5. Conclusions
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Most common cause of heart failure hospitalizations: pulmonary edema
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Heart failure is the leading cause of hospitalization in the US

● 1 million hospital stays due to 
heart failure every year in the US 
(90% for pulmonary edema)

● 20% of heart failure patients 
readmitted within 30 days of 
discharge

● Roughly one out of eight US 
deaths is caused at least in part 
by heart failure.



Chest x-ray is commonly performed to assess pulmonary edema
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Retrospective clinical trajectory buried in the unstructured 
imaging data
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Retrospective clinical trajectory buried in the unstructured 
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Retrospective clinical trajectory buried in the unstructured 
imaging data

ED ICU FLOOR
Home / 

outpatient

Baseline 
fluid 

status

Home / 
outpatient

Location:

Fluid 
overload

Furosemide 
40mg IV

Furosemide 
60mg IV

Furosemide 
40mg IV

Treatment: ● Furosemide 
● 60mg PO qD

Warning: 
Potential 

kidney injury!

● Furosemide 
● 40mg PO qD

Scenarios



I aim to develop computer vision models that assess 
pulmonary edema from chest x-rays

0: None

22

1: Vascular congestion 
(mild)

2: Interstitial edema 
(moderate)

3: Alveolar edema 
(severe)

2: Interstitial edema



MIMIC-CXR consists of 370K chest radiographs 
associated with radiology reports 
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[https://physionet.org/content/mimic-cxr/2.0.0/]



● Regular expression (regex) labeled 
6,710 reports. [Training]

● Three experts labeled 485 radiology 
reports. [Validation/Test]

Labeling from radiology reports

24
[Liao et al., 2019, Horng*, Liao* et al., 2021]
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[Liao et al., 2019, Horng*, Liao* et al., 2021]

● Regular expression (regex) labeled 
6,710 reports. [Training]

● Three experts labeled 485 radiology 
reports. [Validation/Test]

● Four radiologists labeled 141 chest 
x-ray images. [Test]

Consensus labeling (modified Delphi process) from 
chest x-ray images

Labels released on PhysioNet! 



We have limited numerical labels
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(370K chest x-ray images)

(230K radiology reports)

(7K labels for training, 
<1K labels for evaluation)



Semi-supervised learning to utilize unlabeled images
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[Liao et al., 2019, Horng*, Liao* et al., 2021]



Semi-supervised learning to utilize unlabeled images
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Unsupervised learning by 
reconstructing images from 
the latent representation



Semi-supervised learning to utilize unlabeled images
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Supervised learning 
with numerical labels 



Semi-supervised learning trained with regex labels and 
evaluated on consensus labels
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[Liao et al., 2019, Horng*, Liao* et al., 2021]

1: Vascular congestion 3: Alveolar edema
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Outline - Joint Image-text Modeling [Chauhan*, Liao* et al., 2020]
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Outline - Joint Image-text Modeling [Chauhan*, Liao* et al., 2020]
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● Image captioning
○ The model generates text from an image

● Visual question answering
○ Training based on both images and text

○ Inference performed on an image-text pair

● Joint representation learning
○ Training based on both images and text

○ Inference performed on an image

34

Prior work in image-text modeling

[Anderson et al. 2018, Antol et al. 2015, Lu et al. 2016, Jing et al. 2017, Plummer et al. 2017, 
Vasudevan et al. 2017, Xu et al. 2015]
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Training: joint image-text representation learning model

[Chauhan*, Liao* et al., 2020]
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Training: joint image-text representation learning model

[Chauhan*, Liao* et al., 2020]
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Training: joint image-text representation learning model

[Chauhan*, Liao* et al., 2020]

Joint embedding loss 

(contrastive loss)
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Training: joint image-text representation learning model

[Chauhan*, Liao* et al., 2020]

Joint embedding loss 

(contrastive loss)

Image classification loss 

(cross-entropy loss)

Text classification loss 

(cross-entropy loss)
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Inference: image classification

[Chauhan*, Liao* et al., 2020]

Joint embedding loss 

(contrastive loss)

Image classification loss 

(cross-entropy loss)

Text classification loss 

(cross-entropy loss)
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Results: Leveraging free-text radiology reports 
improves the image model performance

[Chauhan*, Liao* et al., 2020]
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Results: Image model interpretation with free text

[Chauhan*, Liao* et al., 2020]
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Maximize mutual information 

Mutual information (MI) quantifies statistical dependencies 
between two random variables
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Mutual information (MI) quantifies statistical dependencies 
between two random variables

Maximize mutual information 
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[Liao et al., 2021]

Leveraging local correspondences: each sentence in the report 
describes the findings in a particular region of the image
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Maximize local mutual information
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Maximize local mutual information

● Mutual Information 
Neural Estimation 
(MINE): 
Donsker-Varadhan 
(DV) representation for 
the KL divergence as 
the lower bound

● Contrastive 
Predictive Coding 
(CPC/infoNCE): 
Approximating the 
lower bound of the 
likelihood ratio
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Maximize local mutual information
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Fine tune for downstream image classification
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[Liao et al., 2021]

Results: local MI to learn joint image-text representation leads 
to the best performance of downstream image classification 
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[Liao et al., 2021]

Local MI to learn joint image-text representation leads to the 
best performance of downstream image classification 

Advantages of local MI

● Better fit to image-text structure
● Better optimization landscape
● Better representation fit to downstream tasks



Conclusions

60
...

Images

Text

Numerical 
signals

Latent feature 
representation 

Fluid overload

● First attempt to grade pulmonary 
edema severity from chest 
radiographs

[Liao et al., 2019, Horng*, Liao* et al., 2021]
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[Chauhan*, Liao* et al., 2020]
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● Developed a novel multimodal 
representation learning approach

[Liao et al., 2020, Liao et al., 2021]
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● What’s next?
○ Improve clinical data inference
○ Impute missing clinical data
○ ....
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