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Motivation

● Rapid boost of biomedical 
information since 2000(eg. 
PubMed)

● Increasing demand for 
accurate tools to extract the 
information from massive 
biomedical literatures

Figure Source: PubMed.gov



Objective

● Named Entity Recognition (NER)

Locate and classify the named entity into the pre-determined categories

● Relation Extraction (RE)

Extract semantic relationship from two or more entities

● Question Answering (QA)

Extract topics from question provided and generate corresponding answers



Related Work

● Deep learning based models boost up the development of advanced biomedical text 
mining models
○ Implementing Long Short-Term Memory and Conditional Random Field in 

Named Entity Recognition [1]
○ Using Recurrent Neural Network architectures to extract chemical-gene 

relationship from sentences in natural language. [2]
● Limitation:

○ Slow to train, especially when input is a long sequence of words
○ Sequential flow doesn’t fully utilize current GPU which are designed for parallel 

computing

[1]Giorgi,J.M. and Bader,G.D. (2018) Transfer learning for biomedical named entity recognition with 
neural networks. Bioinformatics, 34, 4087.
[2]Lim,S. and Kang,J. (2018) Chemical–gene relation extraction using recursive neural network. 
Database, 2018
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Model: BERT (Bidirectional Encoder Representation from Transformers) 

● Multi-layer bidirectional transformer encoder [1]  
● Two Steps in the framework: pre-training and fine tuning

○ Pre-training: Train on unlabeled data over different pre-training task 
○ Fine-tuning: Train on labeled data from downstream work. 

● Highlights:
○ Bidirectional pre-training for language representation
○ Unified framework in both Pre-training and Fine-Tuning
○ Fine-Tuning phase can be used for various natural language 

processing (NLP) tasks 

[1]Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, 
Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need. In Advances in Neural 
Information Processing Systems, pages 6000–6010. 



BERT: Input Representation ( How does model understand the words ? )

Figure Source: Devlin, Jacob & Chang, Ming-Wei & Lee, Kenton & Toutanova, Kristina. (2018). BERT: 
Pre-training of Deep Bidirectional Transformers for Language Understanding. 

● Token Embedding: Using real-value vectors to encode the meaning of the words
● Sentence Embedding: record the sentence information of each token 
● Transformer Positional Embedding: record position information of each token



BERT: Pre-Training

● Task 1: Mask LM
○ Mask random token in the input sequence. 
○ Final hidden vector of the masked token are fed in to the softmax over the vocabulary 

● Task 2: Next Sentence Prediction (NSP)



BERT: Fine-Tuning

● Initialized based on pre-training phase
● Input varies based on the specific task, (e.g. Question and Answering)

Figure Source: Devlin, Jacob & Chang, Ming-Wei & Lee, Kenton & Toutanova, Kristina. (2018). BERT: 
Pre-training of Deep Bidirectional Transformers for Language Understanding. 



Agenda

● Motivation & Related Work
● Model - BioBERT 
● Evaluation
● Advantage & Limitation



BioBERT: Pre-Training Dataset

● Other than the datasets used to pre-train BERT, BioBert adds biomedical 
domain corpora during pre-training

○ PubMed abstracts
○ PMC full-text articles

Figure Source: Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-
trained biomedical language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



BioBERT: Pre-training

● Initialize as BERT with same weights
● Pre-trained on biomedical domain corpora 
● Use WordPiece Tokenization for out-of-vocabulary issue and with case 

vocabulary for slightly better performance in downstream tasks
○ e.g. Immunoglobulin -> I ##mm ##uno ##g ##lo ##bul ##in

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



BioBERT: Pre-training Experiment

● BioBERT v1.0 (+ PubMed / + PMC) is the version of BioBERT trained for 470K 
steps

● After initial release of BioBERT v1.0, pre-trained BioBERT on PubMed for 1M 
steps, and refer to this version as BioBERT v1.1 (+ PubMed)

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



BioBERT: Fine-Tuning

● Named Entity Recognition (NER)
● Relation Extraction (RE)
● Question Answering (QA)

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



Fine-Tuning: Named Entity Recognition (NER)

● BioBERT directly learns WordPiece 
embeddings during pre-training and fine-
tuning

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



Fine-Tuning: Relation Extraction (RE)

● Utilized the sentence classifier of the original version of BERT, which 
uses a [CLS] token for the classification of relations

● Anonymized target named entities in a sentence using pre-defined 
tags such as @GENE$ or @DISEASE$

○ Serine at position 986 of @GENE$ may be an independent genetic predictor 
of angiographic @DISEASE$

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



Fine-Tuning: Question Answering (QA)

● Used the same BERT architecture used for SQuAD 
● BioASQ datasets are used because their format is similar to that of 

SQuAD
● Token level probabilities for the start/end location of answer phrases are 

computed using a single output layer

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682
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BioBERT: Evaluation - NER

● Matrics:
○ Precision = TP/TP+FP
○ Recall = TP/TP+FN
○ F1 = 2* (P*R / P+R)

● BERT is quite effective
● BioBERT achieves higher scores than BERT 

on all the datasets
● BioBERT outperformed the state-of-the-art 

models on 6 out of 9 datasets

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



BioBERT: Evaluation - RE

● BERT achieved better performance than the state-of-the-art model on the 
CHEMPROT dataset, which demonstrates its effectiveness in RE

● BioBERT achieved the highest F1 scores on 2 out of 3 biomedical datasets

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682



BioBERT: Evaluation - QA

● All versions of BioBERT significantly outperformed BERT and the state-of-the-art 
models

● Strict accuracy is the rate of top 1 exact answers. Lenient accuracy is the rate of 
exact answers in top 5 predictions. 

Lee, J., Yoon, W., Kim, S., Kim, D., Kim, S., So, C. H., & Kang, J. (2019). BioBERT: a pre-trained biomedical 
language representation model for biomedical text mining. Bioinformatics. Published. 
https://doi.org/10.1093/bioinformatics/btz682
https://en.wikipedia.org/wiki/Mean_reciprocal_rank

https://doi.org/10.1093/bioinformatics/btz682
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Advantage & Limitation

● Advantage
○ Identical framework shared between pre-training and fine-tuning process will 

save the cost in transfer learning
○ By providing specific training data into the fine-tuning architecture, BioBERT can 

be trained to solve a wide range of biomedical text mining tasks.
● Limitation

○ Limited input length leads to entity relations missing in large scale content
○ The database bias in pre-training database might affect the performance of fine-

tuning



Thank You!


