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Background

● Rich literature in Machine Learning models focusing on  short-term predictions
● E.g., use data collected from in-hospital patients to predict the ICU admission
● Patient with chronic diseases are followed up over the span of years 
● Additional comorbidities can in turn affect key biomarkers
● Increasing demand for jointly forecasting biomarker trajectories, comorbidity, and survival 

probability



Related Work + Problem

● Joint models in longitudinal studies
○ Standard joint model deals with high dimensional dataset 
○ Gaussian process (GP) - incorporation  with patient covariates is too simple

● Deep learning in traditional survival analysis
○ Fail to have dynamic prediction over time
○ Lack of uncertainty estimate



Disease-Atlas 

Network 

Architecture



Shared Temporal Layer
● Goal: Learn  correlation between variables
● Input: Longitudinal data, Event Occurrence; 

Covariates;  Memory state
● Activation Function: Exponential Linear Unit (ELU)
● Monte Carlo (MC) Dropout: Regularization & 

Uncertainty Prediction



Task-specific Layer
● Goal: Learn shared representations 

between related trajectories



Output Layer
● Goal: Compute parameters for 

predictive sub-model distributions



Multitask Learning

● Better Survival Representations

● Handling Irregularly Sampled Data：
- Definition: Some data  collected in consistent frequency, others not
- With Multitask: Improving the prediction accuracy without relying too much on the 

choice of imputation



Forecasting Disease Trajectories - Dynamic Prediction

● Estimation of the expected values of longitudinal variables and survival probabilities 

● Uncertainty estimates with Monte-Carlo dropout approach



● 10,980 CF patients 
● annual follow ups between 2008-2015
● a total of 87 variables associated with each patient across all years
● Interests lies in:
- 2 continuous lung function scores (FEV1 and Predicted FEV1)
- 20 binary longitudinal variables of comorbidity and infection 
- death as the event of interest
● Training/Validation/Test split: 60%-20%-20%

UK Cystic Fibrosis (CF) Registry Dataset



Multi-task Learning with Irregular Sampling

● The removal probability, gamma, is the probability that all data points are removed across each 
tasks at one time step.



Evaluation - Mortality Prediction



Evaluation - Longitudinal Variables Prediction



Discussion

Strengths: 

● Handle high dimensional data 
● Complex interaction between variables
● Uncertainty estimates
● Robustness to Irregular Sampling via Multitask Learning

Limitations:

● Imbalanced data: Resamping; Changing weight of loss function
● Many hyperparameters to tune (3600): 
- Grid Search vs Random Search: Tradeoff between accuracy & computational efficiency
● Choice of activation function



Questions


