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Announcements

• Thank you all for handing in your project assignments on time! 
• Discussion on how best to help overcome hurdles

• Next assignment: 
• October 29 11:59 ET 
• Paper summary assignment [15%]
• Pick papers on topics you are really interested in and passionate about



The course thus far

• Supervised learning -> Risk stratification
• Time-series modeling -> Disease progression

• Paper discussants this week will present on disease progression
• Please send me your slides (ppt is OK ahead of the lecture so I can set it up as 

one slide-deck). 
• The next two weeks will focus in on two modalities of data in 

healthcare
• Text
• Images

• Friday
• Guest lecturer: Monica Agrawal



Outline

• Documentation in the clinical workflow
• Machine learning for clinical text
• Latent Dirichlet allocation for text data
• Neural language models for healthcare data

• An evaluation of GPT-3 for information extraction from text data



Text data in clinical care

• Text data is ubiquitous in healthcare
• Most patient-clinician interactions often come with documentation
• Why?



Reason 1: One visit, many doctors
Vital to have clear 
documentation of 

healthcare needs for 
other personnel to take 

care of. 



Reason 2: Risk management

• Errors in medicine can occur 
due to adverse events, 
unforeseen circumstances or 
negligence,

• Documentation serves to 
ensure that institutions have 
legal defensibility for actions 
taken



Reason 3 & 4: Tracking metrics & 
reimbursements
• Operational metrics:

• How many lab-tests are we ordering per day? 
• What are the demographic details of our patient population, how are they 

changing? 
• How severe is the current case load in the ICU

• Reimbursement:
• Records serve as back up for claims submitted for reimbursement



Clinical notes are a rich source of information 
about a patient

Bulk of Valuable Data are 
in Narrative Text

Mr. Blind is a 79-year-old white white male with a history of diabetes mellitus, inferior 
myocardial infarction, who underwent open repair of his increased diverticulum 
November 13th at Sephsandpot Center. 

The patient developed hematemesis November 15th and was intubated for respiratory 
distress. He was transferred to the Valtawnprinceel Community Memorial Hospital for 
endoscopy and esophagoscopy on the 16th of November which showed a 2 cm linear 
tear of the esophagus at 30 to 32 cm. The patient’s hematocrit was stable and he was 
given no further intervention.

The patient attempted a gastrografin swallow on the 21st, but was unable to 
cooperate with probable aspiration. The patient also had been receiving generous 
intravenous hydration during the period for which he was NPO for his esophageal tear 
and intravenous Lasix for a question of pulmonary congestion.

On the morning of the 22nd the patient developed tachypnea with a chest X-ray 
showing a question of congestive heart failure. A medical consult was obtained at the 
Valtawnprinceel Community Memorial Hospital. The patient was given intravenous 
Lasix.
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orange=demographics
blue=patient condition, diseases, etc.
brown=procedures, tests
magenta=results of measurements
purple=time

Slide credit: Peter Szolovits



Goals from text data

• There are a rich variety of tasks that we can leverage machine 
learning models for
• Mapping text to medical ontologies

• “Diabetes” -> E11
• Identify if text contains protected information

• Challenging edge cases: “Parkinson’s disease”
• Identifying interventions

• Which drug did the patient respond/not-respond to?
• Summarization

• What is a meaningful summary of patient state?



This lecture: 

• Supervised learning: 
• Predicting outcomes from clinical notes

• Unsupervised learning:
• Learning “representations” of patients



Supervised learning with text-data

• Predicting early psychiatric readmission with natural language processing 
of narrative discharge summaries, Rumshisky et. al , Translational 
Psychiatry, 2016
• Goal: 30-day re-admission
• Cohort: Patients in a psych inpatient ward between 1994-2012 with a 

diagnosis of major depression
• Baseline:

• Support vector machine on clinical features + ~1000 most common words in notes
• ML model: 

• Latent Dirichlet Allocation
• One of the most popular latent variable models of text data

https://pubmed.ncbi.nlm.nih.gov/27754482/


Latent Dirichlet Allocation

Image credit: Insider Threat Detection Based on User Behavior Modeling and Anomaly Detection Algorithms,
Kim et. al, Applied Sciences 2019

https://www.jmlr.org/papers/volume3/blei03a/blei03a.pdf
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A (brief) history of unsupervised language 
models

• From bag-of-words to structural assumptions
• What is it: Language model is a statistical model of natural language 

text
• How is it trained: By maximizing the likelihood of a word/sentence

The dog jumped over the creek. 

w1  w2      w3      w4    w5   w5. 

Each wi is a word in a vocabulary set [1…….V]

Goal: Maximize P(w1….w5) 



Language models over the years

• The pre-deep learning era 
• Ethos: Need to have models that capture fine-grained structure in sentences
• Parse trees
• N-gram language models
• Works well when model is not mis-specified but brittle when sentence syntax 

deviates from training data

• The post-deep learning era
• Ethos: The context of a word is sufficient to predict the word
• Word2Vec, Recurrent neural networks



K-gram models
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Starting simple – word2vec

• Use a simple log-linear layer to predict 
the word given its context 
• “You are who you spend your time

with”



Word vectors capture interesting properties



Word2Vec in healthcare

• Clinical Concept Embeddings Learned from Massive Sources of 
Multimodal Medical Data, Beam et. al, PSB 2020
• “insurance claims database of 60 million members, a collection of 20 

million clinical notes, and 1.7 million full text biomedical journal 
articles can be combined to embed concepts into a common space, 
resulting in the largest ever set of embeddings for 108,477 medical 
concepts”



Results – cui2vec
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Beam et al. Page 14

Table 1:

Comparison of GloVe, PCA, and word2vec for an embedding dimension of 500. Columns 1–4 report power to 
detect known relationships and column 5 reports the Spearman correlation between human assessments of 
concept similarity and cosine similarity from the embeddings. The best result for each each benchmark/dataset 
combination is shown in bold. The claims dataset contained only diagnosis codes and no drugs and so did not 
report results for the NDFRT benchmark.

Data Source Algorithm Causative Comorbidity Semantic Type NDFRT Human Assessment

Claims

GloVe 0.56 0.73 0.29 - 0.45

PCA 0.40 0.15 0.32 - 0.19

word2vec (SVD) 0.54 0.50 0.40 - 0.45

PMC Articles

GloVe 0.59 0.57 0.28 0.54 0.60

PCA 0.30 0.24 0.24 0.29 0.29

word2vec (SVD) 0.83 0.59 0.49 0.84 0.67

word2vec (original) 0.75 0.51 0.48 0.74 0.59

Clinical Notes

GloVe 0.39 0.73 0.51 0.11 0.34

PCA 0.36 0.31 0.47 0.14 0.53

word2vec (SVD) 0.75 0.52 0.74 0.49 0.59

Combined Data

GloVe 0.40 0.80 0.37 0.50 0.39

PCA 0.24 0.23 0.30 0.37 0.47

word2vec (SVD) 0.46 0.52 0.53 0.57 0.47

Pac Symp Biocomput. Author manuscript; available in PMC 2020 January 01.

Limitation: only work based off the 
context around the word



Recurrent Neural Networks
• Auto-regressive sequential models of data
• Forward recurrent neural network model

• Each hidden state summarizes all the variables in the past

p(x1, x2, x3) = p(x1|h1)p̂(h2|h1)p(x2|h2)p̂(h3|h2)p(x3|h3)
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Recurrent neural networks in action

x1

<latexit sha1_base64="3c+R7TUljyGse9TtnSD6PbvAzD0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Qe0oWy2k3bpZhN2N2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5 nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuql6tWrurVerXeRxFOIFTOAcPLqEOt9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AEN9o2n</latexit>

x2

<latexit sha1_base64="o3wFLFaKyKBrwbQ6JfdiLDWtk1E=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKQY9FLx4r2lZoQ9lsN+3SzSbsTsQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMb6IaCGS6F4CwVK/pBoTqNA8k4wvp75nUeujYjVPU4S7kd0qEQoGEUr3T31a/1yxa26c5BV4uWkAjma/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbz0M6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0m7VvXq1fptvdK4yuMowgmcwjl4cAENuIEmtIDBEJ7hFd4c6bw4787HorXg5DPH8AfO5w8Peo2o</latexit>

x3

<latexit sha1_base64="2usqR2oczGZrEREbzbs5WH3GM8c=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokW9Fj04rGi/YA2lM120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrp/ql30SuV3Yo7A1kmXk7KkKPeK311+zFLI66QSWpMx3MT9DOqUTDJJ8VuanhC2YgOeMdSRSNu/Gx26oScWqVPwljbUkhm6u+JjEbGjKPAdkYUh2bRm4r/eZ0Uwys/EypJkSs2XxSmkmBMpn+TvtCcoRxbQpkW9lbChlRThjadog3BW3x5mTTPK161Ur2rlmvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QMQ/o2p</latexit>

h1

<latexit sha1_base64="+Ms4+7gdJPDGk1Da5Op/x/6LZaI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpYTzwBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5 nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbSvql6tWruvVRo3eRxFOINzuAQP6tCAO2hCCxiM4Ble4c0Rzovz7nwsWwtOPnMKf+B8/gD1h42X</latexit>

h2

<latexit sha1_base64="PwzKqzrbP3j5hxKa8gQ0U+Z5Fh4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKQY9FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+NBbVCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophtd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXql69Wr+vVxo3eRxFOINzuAQPrqABd9CEFjAYwTO8wpsjnRfn3flYthacfOYU/sD5/AH3C42Y</latexit>

h3

<latexit sha1_base64="JxUN3OJwUOjEZ14Pd7srzMSA21w=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh1H/sl+uuFV3DrJKvJxUIEejX/7qDWKWRlwhk9SYrucm6GdUo2CST0u91PCEsjEd8q6likbc+Nn81Ck5s8qAhLG2pZDM1d8TGY2MmUSB7YwojsyyNxP/87ophtd+JlSSIldssShMJcGYzP4mA6E5QzmxhDIt7K2EjaimDG06JRuCt/zyKmldVL1atXZfq9Rv8jiKcAKncA4eXEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QP4j42Z</latexit>

• Widely used for language 
modeling
• The parameterization of the 

functions that control how h 
behaves dictate the type of 
recurrent neural networks: 
• Long short-term memory 

(LSTM)
• Gated recurrent units (GRU)

All of the expressive power in a RNN depends on the kinds of 
information that can be encoded in the hidden representation.



From RNNs to transformers with neural 
attention

• Recurrent neural networks are one parameterization of modeling 
auto-regressive distributions over long-sequences
• Transformers are a more powerful neural network to capture

autoregressive distributions over the next word



Idea 1: Positional embeddings

• Intuition: The representation for a word should differ based on its 
location in a sentence

Image credit: https://jalammar.github.io/illustrated-gpt2/



Idea 2: Self attention

• The representation of a word 
should depend on the context 
that best describes it
• “it” refers to the the robot,

we’d like the model to
automatically learn that the 
words most related are “a, 
robot”

At the end of the month, we’ll hear from your colleagues on the technical details of transformers and why they work





GPT3

• Language Models are Few-Shot Learners, Brown et. al
• 3 key ingredients

• Leverages recent advances of deep learning (such as transformers)
• Scales up the models to be [very] overparameterized
• Trains on very very large datasets

Model Name nparams nlayers dmodel nheads dhead Batch Size Learning Rate

GPT-3 Small 125M 12 768 12 64 0.5M 6.0⇥ 10�4

GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0⇥ 10�4

GPT-3 Large 760M 24 1536 16 96 0.5M 2.5⇥ 10�4

GPT-3 XL 1.3B 24 2048 24 128 1M 2.0⇥ 10�4

GPT-3 2.7B 2.7B 32 2560 32 80 1M 1.6⇥ 10�4

GPT-3 6.7B 6.7B 32 4096 32 128 2M 1.2⇥ 10�4

GPT-3 13B 13.0B 40 5140 40 128 2M 1.0⇥ 10�4

GPT-3 175B or “GPT-3” 175.0B 96 12288 96 128 3.2M 0.6⇥ 10�4

Table 2.1: Sizes, architectures, and learning hyper-parameters (batch size in tokens and learning rate) of the models
which we trained. All models were trained for a total of 300 billion tokens.

2.1 Model and Architectures

We use the same model and architecture as GPT-2 [RWC+19], including the modified initialization, pre-normalization,
and reversible tokenization described therein, with the exception that we use alternating dense and locally banded sparse
attention patterns in the layers of the transformer, similar to the Sparse Transformer [CGRS19]. To study the dependence
of ML performance on model size, we train 8 different sizes of model, ranging over three orders of magnitude from 125
million parameters to 175 billion parameters, with the last being the model we call GPT-3. Previous work [KMH+20]
suggests that with enough training data, scaling of validation loss should be approximately a smooth power law as a
function of size; training models of many different sizes allows us to test this hypothesis both for validation loss and for
downstream language tasks.

Table 2.1 shows the sizes and architectures of our 8 models. Here nparams is the total number of trainable parameters,
nlayers is the total number of layers, dmodel is the number of units in each bottleneck layer (we always have the
feedforward layer four times the size of the bottleneck layer, d↵ = 4 ⇤ dmodel), and dhead is the dimension of each
attention head. All models use a context window of nctx = 2048 tokens. We partition the model across GPUs along
both the depth and width dimension in order to minimize data-transfer between nodes. The precise architectural
parameters for each model are chosen based on computational efficiency and load-balancing in the layout of models
across GPU’s. Previous work [KMH+20] suggests that validation loss is not strongly sensitive to these parameters
within a reasonably broad range.

2.2 Training Dataset

Datasets for language models have rapidly expanded, culminating in the Common Crawl dataset2 [RSR+19] constituting
nearly a trillion words. This size of dataset is sufficient to train our largest models without ever updating on the same
sequence twice. However, we have found that unfiltered or lightly filtered versions of Common Crawl tend to have
lower quality than more curated datasets. Therefore, we took 3 steps to improve the average quality of our datasets:
(1) we downloaded and filtered a version of CommonCrawl based on similarity to a range of high-quality reference
corpora, (2) we performed fuzzy deduplication at the document level, within and across datasets, to prevent redundancy
and preserve the integrity of our held-out validation set as an accurate measure of overfitting, and (3) we also added
known high-quality reference corpora to the training mix to augment CommonCrawl and increase its diversity.

Details of the first two points (processing of Common Crawl) are described in Appendix A. For the third, we added
several curated high-quality datasets, including an expanded version of the WebText dataset [RWC+19], collected
by scraping links over a longer period of time, and first described in [KMH+20], two internet-based books corpora
(Books1 and Books2) and English-language Wikipedia.

Table 2.2 shows the final mixture of datasets that we used in training. The CommonCrawl data was downloaded from
41 shards of monthly CommonCrawl covering 2016 to 2019, constituting 45TB of compressed plaintext before filtering
and 570GB after filtering, roughly equivalent to 400 billion byte-pair-encoded tokens. Note that during training, datasets
are not sampled in proportion to their size, but rather datasets we view as higher-quality are sampled more frequently,
such that CommonCrawl and Books2 datasets are sampled less than once during training, but the other datasets are
sampled 2-3 times. This essentially accepts a small amount of overfitting in exchange for higher quality training data.

2https://commoncrawl.org/the-data/
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Figure 2.2: Total compute used during training. Based on the analysis in Scaling Laws For Neural Language Models
[KMH+20] we train much larger models on many fewer tokens than is typical. As a consequence, although GPT-3 3B
is almost 10x larger than RoBERTa-Large (355M params), both models took roughly 50 petaflop/s-days of compute
during pre-training. Methodology for these calculations can be found in Appendix D.

Dataset
Quantity
(tokens)

Weight in
training mix

Epochs elapsed when
training for 300B tokens

Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Books1 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 3.4

Table 2.2: Datasets used to train GPT-3. “Weight in training mix” refers to the fraction of examples during training
that are drawn from a given dataset, which we intentionally do not make proportional to the size of the dataset. As a
result, when we train for 300 billion tokens, some datasets are seen up to 3.4 times during training while other datasets
are seen less than once.

A major methodological concern with language models pretrained on a broad swath of internet data, particularly large
models with the capacity to memorize vast amounts of content, is potential contamination of downstream tasks by
having their test or development sets inadvertently seen during pre-training. To reduce such contamination, we searched
for and attempted to remove any overlaps with the development and test sets of all benchmarks studied in this paper.
Unfortunately, a bug in the filtering caused us to ignore some overlaps, and due to the cost of training it was not feasible
to retrain the model. In Section 4 we characterize the impact of the remaining overlaps, and in future work we will
more aggressively remove data contamination.

2.3 Training Process

As found in [KMH+20, MKAT18], larger models can typically use a larger batch size, but require a smaller learning
rate. We measure the gradient noise scale during training and use it to guide our choice of batch size [MKAT18]. Table
2.1 shows the parameter settings we used. To train the larger models without running out of memory, we use a mixture
of model parallelism within each matrix multiply and model parallelism across the layers of the network. All models
were trained on V100 GPU’s on part of a high-bandwidth cluster provided by Microsoft. Details of the training process
and hyperparameter settings are described in Appendix B.
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One model; many tasks; no supervision

Figure 3.3: On TriviaQA GPT3’s performance grows smoothly with model size, suggesting that language models
continue to absorb knowledge as their capacity increases. One-shot and few-shot performance make significant gains
over zero-shot behavior, matching and exceeding the performance of the SOTA fine-tuned open-domain model, RAG
[LPP+20]

and/or the style of their answers are out-of-distribution for GPT-3. Nevertheless, GPT-3 appears able to adapt to this
distribution, recovering strong performance in the few-shot setting.

On Natural Questions (NQs) GPT-3 achieves 14.6% in the zero-shot setting, 23.0% in the one-shot setting, and 29.9% in
the few-shot setting, compared to 36.6% for fine-tuned T5 11B+SSM. Similar to WebQS, the large gain from zero-shot
to few-shot may suggest a distribution shift, and may also explain the less competitive performance compared to
TriviaQA and WebQS. In particular, the questions in NQs tend towards very fine-grained knowledge on Wikipedia
specifically which could be testing the limits of GPT-3’s capacity and broad pretraining distribution.

Overall, on one of the three datasets GPT-3’s one-shot matches the open-domain fine-tuning SOTA. On the other two
datasets it approaches the performance of the closed-book SOTA despite not using fine-tuning. On all 3 datasets, we
find that performance scales very smoothly with model size (Figure 3.3 and Appendix H Figure H.7), possibly reflecting
the idea that model capacity translates directly to more ‘knowledge’ absorbed in the parameters of the model.

3.3 Translation

For GPT-2 a filter was used on a multilingual collection of documents to produce an English only dataset due to capacity
concerns. Even with this filtering GPT-2 showed some evidence of multilingual capability and performed non-trivially
when translating between French and English despite only training on 10 megabytes of remaining French text. Since we
increase the capacity by over two orders of magnitude from GPT-2 to GPT-3, we also expand the scope of the training
dataset to include more representation of other languages, though this remains an area for further improvement. As
discussed in 2.2 the majority of our data is derived from raw Common Crawl with only quality-based filtering. Although
GPT-3’s training data is still primarily English (93% by word count), it also includes 7% of text in other languages.
These languages are documented in the supplemental material. In order to better understand translation capability, we
also expand our analysis to include two additional commonly studied languages, German and Romanian.

Existing unsupervised machine translation approaches often combine pretraining on a pair of monolingual datasets
with back-translation [SHB15] to bridge the two languages in a controlled way. By contrast, GPT-3 learns from a
blend of training data that mixes many languages together in a natural way, combining them on a word, sentence,
and document level. GPT-3 also uses a single training objective which is not customized or designed for any task in
particular. However, our one / few-shot settings aren’t strictly comparable to prior unsupervised work since they make
use of a small amount of paired examples (1 or 64). This corresponds to up to a page or two of in-context training data.

Results are shown in Table 3.4. Zero-shot GPT-3, which only receives on a natural language description of the task,
still underperforms recent unsupervised NMT results. However, providing only a single example demonstration for
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Setting En!Fr Fr!En En!De De!En En!Ro Ro!En

SOTA (Supervised) 45.6a 35.0 b 41.2c 40.2d 38.5e 39.9e

XLM [LC19] 33.4 33.3 26.4 34.3 33.3 31.8
MASS [STQ+19] 37.5 34.9 28.3 35.2 35.2 33.1
mBART [LGG+20] - - 29.8 34.0 35.0 30.5

GPT-3 Zero-Shot 25.2 21.2 24.6 27.2 14.1 19.9
GPT-3 One-Shot 28.3 33.7 26.2 30.4 20.6 38.6
GPT-3 Few-Shot 32.6 39.2 29.7 40.6 21.0 39.5

Table 3.4: Few-shot GPT-3 outperforms previous unsupervised NMT work by 5 BLEU when translating
into English reflecting its strength as an English LM. We report BLEU scores on the WMT’14 Fr$En,
WMT’16 De$En, and WMT’16 Ro$En datasets as measured by multi-bleu.perl with XLM’s tokeniza-
tion in order to compare most closely with prior unsupervised NMT work. SacreBLEUf [Pos18] results re-
ported in Appendix H. Underline indicates an unsupervised or few-shot SOTA, bold indicates supervised SOTA
with relative confidence. a[EOAG18] b[DHKH14] c[WXH+18] d[oR16] e[LGG+20] f [SacreBLEU signature:
BLEU+case.mixed+numrefs.1+smooth.exp+tok.intl+version.1.2.20]

Figure 3.4: Few-shot translation performance on 6 language pairs as model capacity increases. There is a consistent
trend of improvement across all datasets as the model scales, and as well as tendency for translation into English to be
stronger than translation from English.
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A foray into GPT3 for clinical tasks

Warning
Upcoming results very are preliminary. 

Not validated by a clinician. 

Feedback, questions and concerns appreciated.



Language models for clinical question 
answering



Task 1
What does GPT 3 know about oncology? 

• Q: What is cancer immunotherapy? 
• A: Cancer immunotherapy is a treatment that uses the body's 

immune system to fight cancer. It is a type of biologic therapy.
• Q: What is the life expectancy of patients suffering from small cell 

lung cancer? 
• A: The life expectancy of patients suffering from small cell lung cancer 

is about 12 months.
• Q: What role does genetics play in the progression of cancer? 
• A: Genetics play a role in the progression of cancer.



Task 1
What does GPT 3 know about oncology? 

• Q: What is the BRCA1 gene? 
• A: The BRCA1 gene is a gene that is associated with breast cancer.
• Q: How does the BRCA1 gene affect likelihood of breast cancer? 
• A: The BRCA1 gene increases the likelihood of breast cancer.
• Q: How does SOD1 affect the likelihood of breast cancer? 
• A: The SOD1 gene increases the likelihood of breast cancer.
• Q: What diseases are more likely due to mutations in the SOD1 gene? 
• A: Diseases that are more likely due to mutations in the SOD1 gene include 

amyotrophic lateral sclerosis (ALS) and frontotemporal dementia.



Task 1 [increase specificity wrt cancer]
What does GPT 3 know about multiple myeloma? 
• How to treat multiple myeloma?

The treatment of multiple myeloma depends on the stage of the disease. The main goal of treatment is to reduce the number of 
abnormal plasma cells in the bone marrow.

Treatment may include:
Chemotherapy – chemotherapy is used to destroy cancer cells and slow down their growth. It may be used alone or in 
combination with other treatments.
– chemotherapy is used to destroy cancer cells and slow down their growth. It may be used alone or in combination with other 
treatments. Radiation therapy – radiation therapy uses high-energy rays to destroy cancer cells.
– radiation therapy uses high-energy rays to destroy cancer cells. Immunotherapy – this is a treatment that uses the patient’s 
immune system to fight cancer cells.
– this is a treatment that uses the patient’s immune system to fight cancer cells. Stem cell transplant – this treatment involves 
replacing the patient’s bone marrow with healthy donor bone marrow.
– this treatment involves replacing the patient’s bone marrow with healthy donor bone marrow. Targeted therapy – this treatment 
uses drugs that target specific molecules in cancer cells.
– this treatment uses drugs that target specific molecules in cancer cells. Surgery – surgery may be used to remove cancerous 
tissue.
– surgery may be used to remove cancerous tissue. Supportive care – supportive care helps patients feel better and live longer. It 
includes: Pain relief Control of nausea and vomiting Help with breathing Control of anemia Control of bleeding



Task 1 [increase specificity wrt cancer]
What does GPT 3 know about multiple myeloma? 
• What are the possible complications of multiple myeloma?

Complications of multiple myeloma include:

Bone fractures – the weakened bones may break easily.
– the weakened bones may break easily. Infection – patients with multiple myeloma are at risk of developing 
infections.
– patients with multiple myeloma are at risk of developing infections. Anemia – the bone marrow produces 
fewer red blood cells, which carry oxygen to the body’s tissues.
– the bone marrow produces fewer red blood cells, which carry oxygen to the body’s tissues. Thrombosis –
blood clots may form in the veins of patients with multiple myeloma.
– blood clots may form in the veins of patients with multiple myeloma. Stroke – patients with multiple 
myeloma are at risk of having a stroke.
– patients with multiple myeloma are at risk of having a stroke. Heart disease – patients with multiple 
myeloma may develop heart disease.
– patients with multiple myeloma may develop heart disease. Infection – patients with multiple myeloma 
are at risk of developing infections.
– patients with multiple myeloma are at risk of developing infections. Anemia – the bone marrow produces 
fewer red blood cells, which carry oxygen to the body’s tissues.
– the bone marrow produces fewer red blood cells, which carry oxygen to the body’s tissues. Thrombosis –
blood clots may form in the veins of patients with multiple myeloma.



Task 1 [ask about treatments]
What does GPT 3 know about multiple myeloma? 
• How does bortezomib treat multiple myeloma?

Bortezomib is a proteasome inhibitor. The proteasome is an enzyme that 
breaks down proteins in the body. Bortezomib stops the proteasome from 
breaking down proteins, which allows the immune system to attack cancer 
cells.

Bortezomib is used to treat multiple myeloma that has returned (recurred) 
or does not respond to other treatments.

Bortezomib is usually given after other treatments have been tried without 
success. It may be used before a stem cell transplant.



Task 1 [ask about clinical protocol]
What does GPT 3 know about multiple myeloma? 
• How to doctors track multiple myeloma?

The most common test used to monitor multiple myeloma is the serum free light 
chain assay. This test measures the amount of free light chains in the blood. The 
higher the level of free light chains, the more active the disease.

Other tests that may be done include:

Complete blood count (CBC)

Blood chemistry tests

Bone marrow aspiration and biopsy

X-rays, CT scans, and MRI scans of the bones and soft tissues (to look for bone 
lesions)



Task 1 [Failure case]
What does GPT 3 know about multiple myeloma? 
• What are genetic markers of individuals who respond to treatment for 

multiple myeloma? 

What are the genetic markers of individuals who respond to treatment for 
multiple myeloma?

What are the genetic markers of individuals who respond to treatment for 
multiple myeloma?



Language models for information extraction



Task 2 – Extract structured information from 
unstructured data 
• Neuro: Patient intermittently awakens and moves head from side to 

side. PERRL. Grimaces with painful stimuli. remains on fentanyl at 
250mcg/hr and was started on ativan gtt at 2mg/hr. Has bolused
patient with extra ativan X2 for agitated episodes. Team would like 
fentanyl slowly weaned and today's goal was 250mcg/hr which he has 
been tolerating well. It is notable that his agitation as demonstrated 
by increased resp effort, increased HR, and hypertension have 
worsened when stimulated by family. Family have been encouraged to 
decrease amount of 1:1 time with patient and to decrease stimulation 
of patient. Lung sounds are diminished at bases and coarse in upper 
fields. Have suctioned 3-4X this shift with scant yellow output. Was 
changed from AC to PC yesterday and has been tolerating this change 
well throughout today. Current settings are FiO2 40%/rate28/Pip34/ 
Peep8/Drive pressure 26. ET tube is 8.5 and is 25 at the lips. Centrally 
located. SpO2 >94% throughout day. This am ABG with pH 7.39 
GU/GI: Foley patent with dark amber urine. Urine output about 
125cc/hr. This am BUN 61/ Cr 1.7 which is relatively unchanged from 
yesterday. As noted above, dulcolax supp. administered with good 
results. OG tube continues to drain brown drainage. Nasal/post-
pyloric tube in place with peptamen at 10cc/hr. Abdomen remains 
very distended. Bowel sounds are hypoactive in all quadrants. 
Continues to receive TPN at 79cc/hr. On insulin gtt at 15 units/hr. 
Required regular insulin bolus and increased insulin gtt rate 
throughout the day, current fingerstick is 112. Monitor new bag of 
TPN for changes in dextrose or insulin. 

• | fentanyl | 250mcg/hr | 
• | ativan | 2mg/hr | 
• | Urine output | 125cc/hr | 
• | BUN | 61 |
• | Cr | 1.7 | 
• | TPN | 79cc/hr | 
• | Insulin | 15 units/hr | 
• | TPN dextrose | 5.5% | 
• | TPN insulin | Regular |
• | TPN dextrose | 5.5% |
• | TPN insulin | Regular



Task 2 – Extract structured information from 
unstructured data 
• Alert and oriented X3 throughout night. CT and MRI of head done yesterday following 

Cardiac Cath related to facial droop, slurred speech and right sided weakness. 
Radiological testing showed no acute bleed- ? embolic process. Speech continues to be 
slurred (though clearer as the night progresses) and there is a right sided facial droop 
noted. Right hand grasp weak- patient is able to raise and hold right arm up 
independently. No deficit noted to right arm. Able to raise and hold bilateral lower 
extremities and strength to lower extremities are equal with flexion and extension. 
PERRL. Cardiovascular: S/P cardiac cath with stent placement to RCA. Heart rate largely 
regular though occassionally irregular with cardiac monitor showing sinus brady to sinus 
rhythm with occassional APC's and brief runs of ventricular bigeminy. HR 56-74 
throughout night. BP 141/39-174/42 with goal to maintain SBP >140 for cerebral 
perfusion. Have not started nitro gtt which team is aware of and would like to be called 
in the event it became necessary to start. Peripheral pulses are weakly palpable to 
bilateral lower extremities. Integrelin infusing at 1mcg/kg/min via IV. Respiratory: 
Initially on O2 at 3lpm. While sleeping patient's saturation level dropped to 89% so O2 
increased to 6lpm via N/C and Cool mist mask added at 50% FiO2 with resulting SpO2 92-
98%. Lung Sounds are diminished in bases and clear in upper fields. GU/GI: Foley in place 
with excellent output. Labs done at 4pm on indicate that Cr 1.5, BUN 27. Abdomen is 
soft/non-tender with normal active bowel sounds in all quadrants. Fingerstick blood 
glucose 111 at 2200. HS NPH insulin held related to glucose level and NPO status. Skin 
Integrity: There is a small bruise evident to right groin and a dressing in place to left groin 
where sheath was removed last pm. There is a duoderm in place to coccyx. S/P 
amputation of 2nd toe of left foot See carevue for specifics related to bilateral lower 
extremity wound care. ID: in place to right anterior forearm and IVF infusing to left 
forearm. Afebrile thoughout night. Continues on Levoflaxacin and Metronidazol po. Plan: 
Patient remains a Full Code. AM labs pending. Patient to receive PT consult for question 
of extended care placement for rehabilitation. 

• | HR | 56-74 |
• | BP | 41/39-174/42 |
• | O2 initial | 3lpm | 
• | O2 final | 6lpm | 
• | WBC | 9200 |
• | Platelets | 100 | 
• | INR | 1.5 |
• | BUN | 27 | 
• | Cr | 1.5 |
• | Glucose | 111 | 
• | Lactate | 13.6 | 



Language models for summarization



Summarizing patient note
• General: Patient appeared more comfortable today than in the past two. His fentanyl drip has 

been gradually decreased and an ativan drip was started today in the hopes to slowly wean off 
fentanyl. Three loose stools today after dulcolax (one spec sent to lab for C.Dif). Multipodis
boot added to care. Neuro: Patient intermittently awakens and moves head from side to side. 
PERRL. Grimaces with painful stimuli. remains on fentanyl at 250mcg/hr and was started on 
ativan gtt at 2mg/hr. Has bolused patient with extra ativan X2 for agitated episodes. Team 
would like fentanyl slowly weaned and today's goal was 250mcg/hr which he has been 
tolerating well. It is notable that his agitation as demonstrated by increased resp effort, 
increased HR, and hypertension have worsened when stimulated by family. Family have been 
encouraged to decrease amount of 1:1 time with patient and to decrease stimulation of patient. 
Cardiovascular: Heart rate regular and Tachy with range 110's-130's. BP with better control 
today though episodically SBP in 180's-190's and DBP in 100's. Echo done yesterday shows small 
pericardial effusion which team reports will likely not need any intervention. Peripheral pulses 
by doppler only. CVP 9-12 today. 

Patient is doing better today and is tolerating his meds well. He has been weaned off fentanyl and is 
now on ativan. He is still agitated and has been given extra ativan to control this.



Future work

• Research questions: Understanding how GPT-3 processes medical 
queries and stores information among the parameters
• Is clinical language natural?
• What has GPT-3 learned about human anatomy? 
• How can we improve the knowledge contained within the model?

• Limitations: GPT-3 not trained on a medical corpus
• Warning: Biases in the model are not well understood! 
• They do not process information in the same way that humans do
• Expensive to train and sample from these models
• Need more research to understand what they are and how they manifest


